A Unified Interference/Collision
Model for Optimal MAC
Transmission Power in Adhoc
Networks *

Sameh Gobriel, Rami Melhem and Daniel Moss
Computer Science Department, University of PittsburghtsBurgh, PA
15260 USA
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minimum energy consumption per message.
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wasted in the collision resolutions and the energy used

1 INTRODUCTION to overcome the interference signal level of neighboring

nodes, we argue that the minimum transmission power
jill not always deliver an optimal energy consumption.
o) investigate the transmission power adjustment prob-

significant impact on the efficiency of many military an mliobmlm(rjnlzetthheSeonzerlgly E;OsnawgzonM%Can a(tjhocl n:t-
civilian applications, such as combat field surveillancg°r<. based on the A1 ( ) protocol.

security and disaster management, data gathering, gHH'_ed CO”'S'(_)n z_;md interference model is constr_ucted for
conferences. a uniformly distributed adhoc network. From this model

One of the constraints for building an efficient adhoie were able to derive the total network throughput and
network isfinitebattery supplies. Since the network nodetﬁe :]otal ener?yrz:onsumpt_lon n the_ nztworl;. I _
are battery operated, and in many cases they are instal_le-EI e rest of the paper Is organized as 1ollows. Sec-
in an environment where it may be hard (or undesirabfi§n 2 presents _related_work and different power control_
to retrieve the nodes in order to change or recharge gemes_. Secgon _3 dls:l:uss(;esstge bagkgrﬁund ar;d main
batteries, it is crucial to design techniques to reduce t%%sumpnong_ ections 4 an escribe the Interference
node’s energy consumption. The nodes need to be QHQI th_e collision models. In_ Sect!on 6 the average hop-
ergy conserving so that the battery life and hence the tctgHnt 'rr: the aldhoc network is es_tlmgte(;. Sectlonk7 ana-
time in which the network is connected and functionirfj2€S the total energy consumption in the network. Nu-
is maximized. Recent research addressed this challe ical re_sults are presented in Section 8. We conclude
and various approaches are proposed for each layer of paper in Section 9.
communication protocol stack [16] to reduce the energy
consumption.
Some previous work [9] [18] proposed the idea of mir%- RELATED WORK

imizing the transmission power and sending the data in

a multi-hop fashion to the destination by relaying the Recognizing the challenge of energy consumption in
packets at intermediate closer nodes. Although the tragghoc networks, much research is directed toward energy-
mission energy is reduced by such scheme, the effecteffcient protocol design. We can categorize the previous

transmission power control schemes on the total netw@gsearch on power-aware MAC layer into three categories:
throughput and the overall energy consumption were not

investigated.
Our work is based on the observation that there isRgservation Based Power-Aware MAC tries to avoid
tradeoff in the choice of the transmission power. whé®llisions in the MAC layer, since collisions may result in
reducing the transmission power, the number of nodes fgtransmissions, leading to unnecessary power consump-
cluded within the transmission range of the sender afi@n. The EC-MAC [26] presented the idea of applying
competing for wireless channel access is reduced 4Rgervation schemes in wireless networks MAC protocols
hence the number of collisionsis reduced. However, at 49 €nergy conservation. EC-MAC's definition could be
ery relay node, the data message is relayed and forwarg&gnded to adhoc networks, where a group of nodes may
which increases the probability of collision per messag€lect some type of coordinator to perform the base sta-
As a result, in the multihop scheme, collision resolutid#n functions, as proposed in [2] and [22]. Furthermore,
may end up using more energy than the one hop dirbgcause the coordinator’s role consumes the resources of
transmission scenario. On the other hand, with respec€gstain nodes, a group of schemes were proposed in which
interference, it is intuitive that using reduced power migoordinators are rotated among network nodes [11][12].
imizes the interference level between neighboring nodes.
However, there is an increase in the number of CONCWitching off Power-Aware MAC

rent tr_ansmissions because the transmission range of dle energy consumption by forcing nodes to enter the
node is reduce_zd. Conse_quently, the overall S!gnal 10 Wszemode. For example, PAMAS [25], allows a station
terferer_1ce_ Ratio (SIR) might degrade when using a IOW(%rpower its radio off but has to keep a separate channel
transm!ssmn power.. _ . on which the RTS/CTS packets are received. Similarly,
In this paper, by taking into consideration the energyp;asserini [3] allows a station to go to sleep, but a spe-
“A preliminary version of this work was presented at INFOCial hardware is required to receive wakeup signals. Also,
COM'04 [7] in [31] the geographical area is partitioned into smaller

Adhoc networks have witnessed an explosion of int
est in the last few years as they are expected to havi

tries to minimize




grids in each of which only one host needs to remain gcefined asirtg. The MAC layer used in such commu-
tive to relay packets. nication is the CSMA/CA protocol with sender-initiated
4-way handshaking scheme (RTS, CTS, DATA, ACK) as

Transmission Power Control came about because thd€fined in the IEEE 802.11 DCF MAC protocol [15].
most power is consumed during the transmission mo&&sed on the uniformly distributed nodes model, all the
much research has been proposed to minimize the trdf{work hosts will use the same transmission power for
mission power and thus maximize the network lifetim&@ATA/ACK frames and thus will have the same transmis-
For example, PARO [9] sends the data to the near&!qn range, defined @aa Similarly, all hosts use the
neighbor in a multihop fashion until reaching the desf@Me power for transmitting the control frames and this
nation. Furthermore, the control frames (RTS/CTS) af@s the same coverage area definedypys (which can
sent with maximum power, while the data and acknow® different fromagara). o

edgment frames are sent with reduced power, as will bd Urthermore, we will assume that the time is slotted
discussed in Section 3. Other protocols control the traféth slot time . We define thenumber of time slots
mission power not only based on the distance between fggded to send an RTS packetagsslots. Analogously,
sender and the receiver but also based on different charfi| number of time slots needed to send a CTS, a data
conditions. For example, the scheme presented in [23] #8cket, and an acknowledgment packetslases, Laata,
justs the transmission power according to the SNR at ff&dLack. respectively.

receiver. It allows a node, A, to specify its current trans-
mit power level in the transmitted Request-to-Send (RTS),
and allows the receiver node, B, to include a desired trans-
mit power level in the Clear-to-Send (CTS) sent back to
A. Analogously, the protocol in [5] chooses an appropri-
ate transmission power based on the packet size.

3 MODEL BACKGROUND Figure 1: Hidden Terminal Jamming Problem

Many previous works have made different assumptions”ccording to the path-loss radio propagation model, the
about the radio characteristics of the wireless interfaf@io0 between the received signal pows, at distance
cards, including energy dissipation in transmit, receiVEOm the transmitter, to the transmitted signal povies,,
idle and doze modes. Detailed measurement results/fediven by:
ported in [4] and [6] emphasized that the most power is Prx =C.rv (1)
consumed in the transmit mode. However, if the trans- Prx
mission/receive durations are small relative to idle tinvhereC is a constant that depends on the antenna gains,
(a typical sensor networks environment), controlling onthe wavelength, and the antenna heights the transmis-
thetransmission powerather than putting nodes to sleegion distance, angis the path loss factor, ranging from 2
may not be the most appropriate way to save energy. (line of sight free space) to 4 (indoor) [17].

In our work we only analyze the transmission power As can be observed from Equation (1), to minimize the
control schemes because (1) an adhoc network applitansmission energy consumption, it is always better to
tion is different in nature from a sensor network, (2) send the data in a multi-hop fashion using relay nodes
considerable portion of the adhoc network lifetime is typather than sending it directly to the destination. A sim-
ically consumed in transmitting and receiving data bete power control scheme for the 802.11 RTS/CTS pro-
tween nodes, and (3) the most power is consumed in tbeol should adjust the transmission energy for data and
transmit mode. control frames (RTS/CTS) according to the distance be-

In our network model, we assume that a set of htween the sender and the relay node. However, as shown
mogeneous adhoc nodes are uniformly distributed oveingigure 1, different power levels among network nodes
large two dimensional area with a given node density imtroduce asymmetric links, a problem known as the “Hid-
p nodes per unit area. Each node can communicate aeth Terminal Jamming” problem [30]. A hidden node C
receive data directly from all the nodes within its cowot sensing an ongoing low power data transmission, can
erage area, where the coverage area of the node isagrupt the data packets being sent from A to B by con-
fined by the radius which the control frames can reachrrently transmitting a message to node D. Therefore, as



depicted in Figure 2, the control frames have to be trart®ney grid model defined in [13], with a new interference
mitted using a high power level, while the DATA and ACKmodel for an adhoc network. We use this model to deter-
are transmitted using the minimum power level necessamne an upper bound on the total injected traffic by each
for the nodes to communicate [8] [23]. As a result, a collirode in the network.

sion can only occur while transmitting the control frames

but not for the DATA/ACK frames.

Figure 2: Control Frames with Maximum Power

The expected number of hopg, needed between any
source and any destination node is given by: Figure 3: Constellation of Interfering Nodes

H = |L/agatl 2) _ _ :

_ Since nodes defer sending any packets upon hearing an
where L is the average path length of a message RTS/CTS control frame, there will be no source of in-
the adhoc network anéyata is the radius by which the terference within the node’s coverage area. As shown in
DATA/ACK packets are sent, that s, the distance betwegiyure 3, when Node 0 is transmitting, there will be no
two consecutive relay nodes. The expected path lehgthinterference from any other node withéigtsfrom it. In
is a function of the node distribution, dynamic patterns @fe worst case, the first interfering node is just outside the
mobility and traffic patterns in the network [19] [20] [21]coverage area of Node 0 (e.g., Node 1 at distapge+ £
In Section 6 we present a simple way to computa the from Node 0). The next interferer could only be outside
adhoc network. the coverage areas of both nodes, and in the worst case at
the crossing point of two circles each with radagg s+¢.

The constellation of interfering nodes is as shown in Fig-
4 INTERFERENCE MODEL ure 3.
Furthermore, for the worst case scenario of signals in-

Gupta and Kumar [10] showed that the transmission d&¥fering with the data packet currently being received at
pacity of an adhoc network is inversely proportional to tié¢ode O there are at most 6 interfering nodes at distance
square root of the number of nodes in the network due@ers—+ €, and on the next interfering ring, at distance
the increased number of collisions. A collision, as d&- (arts+€), there are at most 12 interfering nodes and
fined by IEEE 802.11, occurs when two or more nod&® on. This results in thieloney Grid Model depicted in
within the sender coverage area transmits RTS packet§igure 4.
the same time or when an RTS collides with the CTS sentHowever, not all the interfering nodes can concurrently
by the receiver node. Collisions can only occur duritgansmit their data frames as shown in Figure 5. Let
what is calledContention Windoj5]. Node R (within Node O's coverage area) wants to com-

Further, the network throughput is also affected by timunicate with Node 0. Node R initiates the communi-
interference level caused by hosts concurrently sendicagion by sending an RTS, Node 0 responds with a CTS,
their data. Interference occurs during the transmissiand all nodes with the coverage area (definedakys)
time of a data frame, where nodes outside the RTS senadfidNode R should defer their transmission. As shown in
area of the sender and the CTS sensing area of the recdiigure 5(a) the coverage area of Node R may include two
may concurrently transmit causing a background interfémerferers from the first interfering ring, causing them to
ence signal that degrades tBgnal to Interference Ratiowithhold their transmissions and not causing any interfer-
(SIR), causing an increase in tBé Error Rate(BER). ing signal to Node 0. In the worst case interference sce-

The degradation in the total network throughput causedrio, only one interferer is included in the coverage area
by a low SIR can be a serious problem. We extend tbéNode R, as shown in Figure 5(b). With similar reason-




, \ at 2agts and so on. Since the network is uniformly dis-

/ N tributed, we can assume that all the data/ack packets are

, / N\ sent with signal levePy 44 covering a radius ofigata. On

J J \ N the other hand, the control frames are sent with a high
' / ’ . power covering a radius @zts From Equation (1), for
. » a fixed Bit Error Rate, the ratio between the control pack-
g ets transmission power to the data packets transmission
. v power is equal to the ratio of distances raised to the power
. ' / of y. Hence, the power by which the control frames are
e 4 sentPrrscrs IS given as:

aRTS) v

Adata “)

Prrscts= Paata- (
Figure 4: Honey Grid Interference Model
wherey is the path loss factor (see Equation (1)).
ing, we can argue that each of the other 5 interferers (in-©t Ttotal = LRTs+LcT s+ Ldata+ Lack be the total time
send one frame (without any retransmissions). Then the

first ring) is communicating with a host in the interferer’ : i :
coverage area and when this host replies with a CTS, {Aygrage interference levél, of a single interferer located

host shuts down, in the worst case, only one other int@f-distance from the receiving node is

ferer. Hence, there can be at most 3 interferers at the first L L
. . . . _ -y data+ Lack
ring, 6 at the second ring and Bodes at the interference lr =0 (Paata I "~ T Tow
ringi. Oya (5)
arts)' _y Lrrstlcts
+PRjata (| — | 1 ——=——
Adata Tiotal

whereq is the probability of transmission per node. The
first term inside the brackets represents the interference
level caused by the data/ack packets with porgr,, and

) the second term accounts for sending the control frames
- (RTS/CTS) with the power defined in Equation (4).

Using Equation (5), we can compute the total inter-

S ¢ S ¢ ference at Node O caused by other network nodes in the
@ b) honey grid model as:
3'q'Pdata'a§-\|/—s l i—(y-1)
Figure 5: Interfering Nodes per Ring I = Toral i;{' X [(Lgata+ Lack) ©
aR
Assume that the dwr?’ traffic originated from each + (=) (Lrrs+Ler9)}

. ata
node isp messages per second, and on average there are

(H —1) relay nodes between any source and destinatiofThis is done by substituting distancevith i - arrs(the
pair. Then, the expected volume of relay traffic reachimgdius of theit" interfering ring) and summing up for
any node is given by- (H — 1). Consequently, the totalall 3i interfering nodes in this ring. Since the series in
traffic per node can be given: Equation (6) is a converging series, the interference level
] ) ) caused by a distant node can be neglected if it is below a
total traffic per node= own traffic+relay traffic. (3) certain threshold, which depends on the type of the inter-
=u+ p(H=1) = p-H face card used.
The SIR at Node 0 can be derived as the ratio between

q In grger to %et a(? uppde_r l?oun((jj on thﬁ own traffic Prere signal level of the sender at distarsgg;, away from
uced by each node and injected into the netwprkye Node 0 to the total interference level at this node, as de-

compute the worst case interference scenario, which Afed by Equation (6). Hence, the SIR can be given as:
curs when all the interferers are actively transmitting. We ' ' '

add the received interference power from 3 nodes in the Pyata: agvt
first ring at distancerTts and 6 nodes in the second ring SIR=G- Iiaa (7



whereG is the spread spectrum “Processing Gain” [24]
used in the network physical layer.

Assuming that the total traffic per node is a Poisson pro-
cess then the probability that a node transngjtss given
as: _

g=1-e " (8)

By using the value off as given in Equation (2) and by
substitutingg in Equation (6) and then substituting back
the total interference level, in Equation (7), we can cal-
culate the maximum traffic that a node can prodyce,
while keepingSIR= SIRy;, at all other nodes:

_ %aa nf1— Tiotal - G- a;;/ta Figure 6: Wireless Channel State Transition Diagram
L 3 SIRnin- agys S qi~ (D )
. 1 at the receiver with the RTS being received or the CTS
(Lgata+t Lack) + (8rTs/8data)Y - (LrTs+ LeTs) being sent; its duration i& = Lrrs+ LcTs

As illustrated in Section 8y will be used to derive In our analysis, we assume that the size of Guen-

and evaluate the total network throughput. The netwdftion Wmdom(CV\/_)_ is held constant. As proved in [14]
throughput is defined as the sum of the throughputsfﬂﬂllOI _[1]' the probabllltythat afully_s_atu_rated node, a node
each node that can concurrently transmit without causi“kf‘t is always haw_ng a pac_ket W.a'tmg m_the_output buffer
a collision. Evaluating the total throughput at differert? be sent, transmits at a given time siatjs given by

values for bothay,, andagtswill demonstrate the pres- 2

ence of a certain optimum transmission range for the con- p= CWL1 (10)
trol and data messages at which the throughput is maxi-

mized. Using p we can derive the transition probabilities for

the collision model as follows. The probabilify; is
the transition probability frondDLE to IDLE, that is, the
5 COLLISION MODEL probability that none of the nodes within the coverage area

] o of x transmits at this time sloR; is given by:
The nodes included within the coverage area of a certain

host may send control messages that collide with the Ri=(1—pV (11)
RTS/CTS frames transmitted by this node. A collision
resolution scheme (exponential backoff) [14] is appliaghereM = p~na§TSisthe total number of nodes included
whenever a collision is detected. The higher the numhianthe coverage area of nosle
of collisions, the lower the network throughput and the The probabilityP; is the transition probability from
higher the energy consumed resolving these collisiofSLE to Transmit It is the probability that exactly one
We modify and apply the collision model proposed in [23ode transmits at this time slot and starts a success-
for a uniformly distributed multihop adhoc network, angul four-way handshake (i.e., other nodes withhold their
using this model, we derive the effect of collisions oftansmission)P is given by:
both the throughput and the total energy consumption.

The wireless channel state transition diagram around a Pt=M-Ms- (1—pM-1 (12)
certain nodex is shown in Figure 6.IDLE is the state
when channel around noads sensed idle, and its durawherells denotes the probability that a node begins a suc-
tion is for one time sloty. The Transmitstate indicates cessful four-way handshake at this time slat.is a func-
that a successful four-way handshake is completed, drwh of the number of hidden terminals and the distance
hence, its duration iStransmit = LrTs+ Lcts+ Lgata+  between the sender and the receiver as will be discussed
Lack- The RTS-colstate indicates that multiple hostsater in this section.
within the coverage area of noddransmit RTS frames The probability B, is the transition probabil-
concurrently, causing an RTS collision; its duration ity from IDLE to RTS-cal It is the probability
T, = Lrts Finally, theCTS-colstate indicates that a terthat more than one node transmits an RTS packet
minal hidden from nod& sends some packets that collidat the same time slot. In other words; is




(1 — probability that none of the nodes transmits- The number of nodes hidden from the sender, computed
probability that exactly one node transnjits asp B(agata), are notincluded in the sender coverage area
- but are within the receiver node coveraged can col-
1 (1—mM_M.pn.(1_mM-1
Rr=1-(1-p) M-p-(1-p) (13) lide with the RTS frame being received or the CTS frame
Finally, Pc, the transition probability fromMlDLE to transmitted by the receiver.
CTS-co] can be simply computed as:

Pe=1-Ri—P — P (14)

Area of x

Having calculated?;, P, By andP, the equilibrium 2 data
equations of the wireless channel state transition diagram
can be deduced and solved, so thatfrensmitstate lim-
iting probability,8;, can be computedd; represents the
percentage of time in which the node is successfully trans-
mitting, or in other words, it is the ratio between success-
ful transmission time to the total network time (defined as

the summation of transmission time and contention time). . . ) )
The solution of the state model equilibrium equations is: The_transmon p“’_*?ab"'tf’ww'_fmm walt state towvait
state, is the probability that neither nod@or any node

B, = Pt (15) within its coverage area is initiating any transmissions.

1+ Pt Ttransmit+ Pr - Tr +Pc - Te RPuww is given by:

All the te_rms of Equ_atlon (15) have been denve_d_ with Raw= (1— )M (17)
the exception oP; as it depends ofilg, the probability

that a node starts a successful four-way handshake in thﬁehe transition probabilityR,s, from wait state tosuc-

given_time slot. In Qrder to deter_mins, the state transi- ceedstate is the probability that nodetransmits at this
tion diagram of a wireless node is constructed as shownifje sjot and none of the terminals withdar sof it trans-
Figure 7. Nodeis in thesucceedstate when it can com- it i the same slot, and also that none of the hidden

plete a successful four-handshake with the other nodes,dtes iNB(agata) transmits for(Lrrs+ Lot ) slots. Rus
enters thdail state when the node initiates an UNSUCCeSSin pe written as:

ful handshake, and theait state accounts for deferring
for other nodesIs is the limiting probability of thesuc- Pus=p- (1— pM-[(1— p)PBladaal]Lrrstlers  (18)
ceedstate, as computed next.

Figure 8: Hidden Area From the Sender

Finally, the transition probabilit{rys, from wait state
tofail state can be simply calculated as:

ow =1- wa— IDws (19)

Solving the equilibrium equations of the wireless node
state transition diagram, the limiting probability of stat
succeedlls can be given by:

_ Pas

" 2— PR

Figure 7: Wireless Node State Transition Diagram _p-1-pM[a- p)P Bladaa)|LrrstleTs
2—(1-pM

“\ ‘‘‘‘‘ /‘/ I_I <
(20)

We defineB(agata) to be the hidden area from node
when communicating with node located atagy, away — The value offlg is substituted into Equation (12). Then
from it, as illustrated in Figure 8. Takagi [27] has provethe obtained value oP is substituted back into Equa-

thatB(agata) takes the form: tion (15) so thatf;, the ratio between successful trans-
) ) Adata mission time to the total network time, can be derived. As
B(adata) = T @zrs— 2- arrs {arccos{z—) illustrated in Section 8, the value Bf will be used to eval-
aRTS (16) uate the total network throughput. Als@, will be used
__8data /1_ aéata } to get the percentage of the total time consumed in colli-
2-aRrTs 4. aIZQTS sions, hence, the energy consumption can be evaluated.



As a result, the expected hopcourﬁt:an be computed

6 ESTIMATION OF AVERAGE HOP COUNT as:

As mentioned in Section 3, the expected path length is a7 _ 5 4 gz A+1)° 3-(A+1)°
function in the node distribution and the dynamic traffic Zl 32 2.-)\2 (24)
patterns in the network. In this section we present a 5. (A+1) 5

simple way to compute the average hopcout} {vhen 6.2 + B2

having different types of traffic for uniformly distributed
stationary nodes.

6.1 Random Traffic Pattern

In the random traffic pattern, the source and the destina-
tion nodes of each traffic flow are randomly chosen from
the network nodes.

Average hopcount

Figure 10: Average Hopcount in Random Traffic

As shown in Figure 10, the average hopcount for the
random traffic pattern is almost linearly increasing with
the increase in the total network radius.

6.2 Local Traffic Pattern

Figure 9: A Route of LengthHops Li et al. [19] noticed that some networks (e.g., LAN users)

may have a predominantly local traffic pattern in which it
We assume, as an approximation, that the sender nigmore probable that a node communicates with a near
is at the network center and away from the boundari¢®st rather than a farther one. The traffic pattern in that
As a result, and as depicted in Figure 9, the probabilitgse can be described as a Pareto Law (also known as
of having a route of length hops from the sendefS(to power-law distribution), as given by Equation 25:
the destination) is proportional to the number of relay

nodes R;) included in the area inscribed by two discs of p[lL > x O x K (25)
radii i - agata and (i — 1) - agata (Shaded area in Figure 9),
and is given by: wherep[L > X] is the probability that the path length is

larger tharx and is proportional to an inverse powenof
wherek is a positive constant that represents the “local-
L pem((i -agata)? — (( — 1) - agata)?) ity” of traffic. The larger the value of is, the closer the
i) = N (21)  destinations are to the sources. It should be noted that
lower bounded by a valuethat is a function in the node
whereN is the total number of nodes in the network andensity ). € is determined such that there is at least one
p is the node density. If the total radius of the network igceiver in the transmission range of the sender, hence,

denoted by - agatathen £€=4/2/p-Tt

Similar to the random traffic pattern case, the expected

N hopcouml-_| can be computed as:
A=—5— (22)
P-TUAyata _ A
= H=i)-i

H Zl p
and thusp(H =) can be evaluated as: i=
1 k+l . (k+1) (26)
2.i—-1 7fs/adala gl fX i— lX dx
i) = A
p(H - I) - A2 (23) fs/adala fs/adata (1) dt



Using Equation (26) the average hopcount in the net-Furthermore,Pcts the power consumed in transmit-
work can be computed for the local traffic pattern. Taing the CTS frame, takes the same formPass How-
ble 1 presents an instance of such computation for tweer, the number of nodes contending for accessing the
networks at different values for the locality indkex For wireless channel are those nodes hidden from the sender
comparison théH,nqom Values for the two networks areas illustrated by Figure 8. The number of hidden termi-

20.49 and 1049 respectively. nals,K, can be given ap - B(agata). Hence,Pcrstakes
the form:
Table 1: Average Hopcount K 7K\ . y i i
Network 1 Network 2 Pers= Zl (i ) ‘i-Coagrg P (1-p) (29)
(P=1,A=30) (p=3,\=15) i=

k=0 8.745 4.752 Time: By definition,8; in Equation (15) is the percentage

k=1 3.455 2212 of time the node is in a successful data transmission state

k=2 2.061 1.322 to the total consumed time (the summation of transmis-

sion time and contention time). Hence the total consumed
time, Tyotal, CAN be given as:

7 ENERGY COMPUTATION T _ Ttransmit _ LrTs+ Let s+ Ldata+ Lack (30)
total et et

In addition to transmitting the RTS/CTS packets with Solving the equilibrium equations of the wireless chan-
high transmit power and the data packets with reduceel state transition diagram, discussed in Section 5, we
power, transmission energy is also consumed in retraggn derive the percentage of time the system R1$-col
mitting control frames in case of collisions. We first invegelative to the total time9;, as:
tigate the power consumption in data and control message )
transmissions. Second, we derive the time spent in suc- 6, = B Py (32)
cessful transmission and that consumed during collisions. i
The total energy is the product of the power consumed anflere Py and P, are given by Equations (12) and (13)
the time spent in transmissions and collisions. respectively. Similarly, the percentage of time the system
Power Consumption: Due to the free space power losss in CTS-colrelative to the total timedy, is:
as indicated by Equation (1), the transmission power for

data messageByata, iS: 0; = & e (32)

Pt

Paata=C- &] 27
data ata 7) Hence the total contention time during collisions and

where C is a constant that depends on the wireless re@tntrol frame retransmissions has an RTS component,
work interface card angis the path loss factor. TrTs= 6 - Tiotal; @and a CTS componentgts= B¢ - Tiotal-
Similar to the data frames, the power consumed Emnergy: Having derived both the time and power con-
transmitting the RTS control frames is also proportionalimption in transmitting the data frames and in the colli-
the transmission distancerr 9 raised to the power of. sion/retransmissions, we can simply evaluate the total ex-
However, retransmissions occur due to collisions with tieected energy consumption in the netwdek,by multi-
RTS frames sent by other nodes. Hence, the power cphying the energy per hop by the expected number of hops,

sumption in RTS transmissioRgTs is given by: L/agata in the network:
MM\ -y M_i L
Prrs= Zl ( i ) q-Cabrsp-1-pM'  (28) E= e {Pdata’ Transmit+ Prrs TrTs+ Pers: Ters}
= ata

' (33)
wherepis the probability that a node transmits at thistime As discussed in Section 8, using Equation (33) we can
slot as given by Equation (10FrTsis the summation of evaluate the total energy consumption in the network and
the power consumed in sendindRTS frames multiplied also investigate the energy consumption per message for
by the probability that nodes transmit an RTS frame atlifferent node transmission power ranges, and, thus, we
the same time slot, wheiganges from 1 tdM andM is determine the optimum transmission power for both the
the total number of nodes included in the sender coveragmtrol and data messages based on the given network pa-
area. rameters.



the total number of network nodes. Hence, for a large
8 NUMERICAL RESULTS network of radius\, o can be given as:

Using the analytical equations previously derived and |

substituting the different network parameters by the 1 ®RTS
values shown in Table 2, we present results for the 0= SN2 Zi 31
network throughput and the total energy consumption for P = (34)
a uniformly distributed adhoc network. ~ 3
2:p-Ttd3rs
Table 2: Network Parameters wherep is the node density and the number of interference
| Parameter Symbol _ Value | rings in the network is given by/arrs
RTS packettime Lrrs 13 slottime Let p be the traffic produced by each node in the net-
CTS packettime Lers 12 slottime work, expressed in messages/second. Thus, the total
Data packettime Lyata 287 slot time throughput per node can be simply obtained as the product
Ack pacl_<et time Lack 12 slottime of the average number of concurrently transmitting nodes,
Processing gain G 1db . . .
SIR Threshold SIR 21 db the_ own produc_ed traffic per node, and the perce_nta_\ge
Path loss factor v > of time the node is actually in a successful transmission
Node density P [1,3] node/d? status.
Contention window CW [16,1024 slot time
Expected path length L 16 d Total Throughput per node o x ux 6 (35)

It should be mentioned that, the units of the results

The first five parameters are derived from the IEEEhroughputand energy) in this section are irrelevantesinc
802.11 specifications [1551Rnin is set according to [28] we are only interested in the shape of the curves, and also

0 :
for 10/0. Packet_Error Rate (PER)is set to 2 for the free since the units depend on the choice of the distance unit
space line of sight casep and CW are simulation pa- lued

rameters that are changed to investigate their effect on YRe
network throughput and energy consumption; CW rang
from CWhjin = 16 toCWhax = 1024 slot time [1]. More- — w w p—
over, the unit of distance is taken to be an arbitrary unit . s
lengthd, in which the expected path length, the data trar K e
mission rangedyats), and the control frame transmissiol L 1
range ért9 are given. B g h
As shown in Section 6, the average hopcddrfor the
random traffic pattern is linearly increasing with the tc
tal network radius\, thus according to Equation (22),
is also linearly increasing with /bq,a As a result, for
random traffic pattern and according to Equation (2), tl
average path length can be assumed to be constant. |
our experiments is set to 16 (changing will only have

throughput

a linear effect on the results). Later on in this section v. _ a4aa
investigate the case when we have local traffic patternin
which the assumption of constants not valid. Figure 11: Total Network Throughput per Node

If we assume that the network is partitioned into several

flows, where a flow is each node that can transmit at the~igure 11 shows the results for the network through-
same time without causing a collision, then the total ngiut per node. These results emphasize the fact that for a
work throughput can be defined as the sum of throughpgitgenagrsthere is an optimal distandeqyaa), by which

of each flow. We define to denote the number of nodeshe data packets should be sent in order to maximize the
that can concurrently transmit at the same time withoogtwork throughput. It should be noted thatg, < arts
causing a collision divided by the total number of netwothkecause the control frames are sent with a high power to
nodes. As discussed in Sectionddcan be defined as theprevent the “Hidden Terminal Jamming Problem”, as pre-
total number of nodes in each interfering ring divided byiously mentioned. The lower bound agy5is a function
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of p and determined such that there is at least one recei cw=s12 p=1
in the transmission range of the sender. '

As shown in Figure 11, at smadl 4, the node is send-
ing to a near neighbor, which increases the number
hops needed per message reducing the network throt
put. Asayata increases, the number of hops per messa
decreases and the throughput increases. For a given
the maximum throughput is up to 30% higher than tt
throughput at the minimum value f@gyg, this proves
that it is not always optimal to use the minimum value fc
agata @S proposed in previous work [8] [23]. Ayata in-
creases more, the network throughput drops because
number of hidden terminals increases, leading to an 1 s 2 2 B 2 s
crease in the number of collisions. e

On the other hand, the total network throughput de- Figure 13: Total Energy Consumption per Message
grades asrrsincreases. Increasing thertsreduces the
interference level since more nodes defer their transmis-
sion when the data frame is being transmitted. But thfgure 13 the energy consumption per message increases
effect seems to be overwhelmed by the collision effect @dth largeragts However, the effect odigaa is much less
the number of colliding nodes trying to access the mediysronounced, leading to the choice of a slightly laragg,
increases, causing an increased number of collisionsttedin the minimum, at the benefit of increasing throughput

energy/message

control messages and thus reduced throughput. (see Figure 11).
The results from Figures 11-13 show that, for a uni-
cwe=st2 p=1 form network, the power by which the control frames
P are transmitted should be minimized to the level that just
s S T keeps the network fully connected. Furth&ys, should

not be necessarily set to the smallest possible value.

agrs =6 CW =512

total energy

throughput

Figure 12: Total Energy Consumption

Figure 12 shows the results for the total network ener: ; L —— . - .
consumption. Asya, increases, the energy consume 3aata
in data messages transmission dominates the total energy
consumption. At largegata the number of hidden ter- Figure 14:p Effect on Throughput per Node

minals from the sender increases and the energy wasted
during CTS collision dominates the network energy con- Figure 14 shows the effect of changing the node density
sumption. Additionally, the message reaches its destima-the network throughput. As expected, when the den-
tion with fewer hops, but the energy per hop is high duity (number of nodes) increases the throughput decreases
to therY factor in Equation (27). since the number of collisions increase as more nodes are
By evaluating the energy consumption per messagentending to access the wireless channel. However, the
(that is, the energy normalized by the throughput) in theduction in the throughput (e.g., the large drop between
network, an interesting result is obtained. As shown = 1 andp = 2) is much larger than that reported by [10]
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since we take into account the combined effect of both tiés better to use the minimum data power between relay
collision and interference. nodes.

agrg=6 CW=512 aprs=6 p=1
T T T
—_— CW =256 ——
CW =512 ————
CW = 1024 e

T T 7
i

°oo
IR
Lo
T

total energy
total energy

L L L . L L L h L I
1 15 2 25 3 35 4 45 5 1 15 2 25 3 35 4 45 5
3data 3data

Figure 15:p Effect on Energy Consumption Figure 17: CW Effect on Energy Consumption

The effect of changing the node density on the over-The effect of changing the contention window size on
all energy consumption is shown in Figure 15. At a spthe energy consumption is shown in Figure 17. When CW
cific hop length &445) the number of nodes within thedecreases, the probability that a node transmits at the cur-
node coverage area increases with the increageasfd rent slot time increases and hence the probability of colli-
hence the number of contending nodes to access the wéien increases, causing more energy to be wasted during
less channel increases leading to an increase in the enedjiision.
wasted during collision and retransmissions.

aprs=6 p=1 CW=512

agrs=6 p=1
: : : k=1 -

. s
Cw=256 —— k=2 e
RO CW =512 ——— L

- s CW = 1024 e

throughput

throughput

Figure 18: Locality Index Effect on Throughput
Figure 16: CW Effect on Throughput per Node
All the previous results are obtained under the assump-

Figure 16 shows the effect of changing the contentition of random traffic patten and, hence, the assumption
window size on the network throughput. From Equaf a fixedL holds. For the local traffic pattern case, this
tion (10), with smaller CW the probability that a nodassumption is not valid anymore. Therefore, the value of
transmits at the current slot time increases and hence lthagaa in Equation (9) and in Equation (33) has to be re-
probability of collision increases. Thus, the smaller th@aced with the value off in the local traffic pattern as
CW, the lower the throughput. It should also be noted thdgfined be Equation (26).
as CW decreases the optinmeglya approaches its mini-  Figures 18 and 19 show the effect of changing the traf-
mum value. Therefore, at smaller contention window sizi; locality index on the network throughput and the en-
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ergy consumption respectively. When we have a netwathould be investigated in addition to transmission energy.
of 2000 nodes, for local traffic pattern, it is always optSecond, the delays in the network should be accounted for
mal for both the network throughput and total energy comhen setting the transmission power for control and data
sumption to use the minimuay,, Which is equivalent to frames. Third, studying the effect of changing the selec-
using the minimum transmission power for data and ACton criteria of relay nodes on network lifetime is critical
frames. Moreover, as indicated in Figures 18 and 19, thiee relay nodes may be selected based on different fac-
more local the traffic is (higher value fl), the higher the tors, such as their current battery capacity, in addition to
network throughput is and lower energy is consumed tteeir distance from the sender and the receiver.

deliver the packets to their final destinations.

aprg=6 p=1 CW=512
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