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Abstract—In this paper we describe a simplified way to control theory will play a crucial role in the development of
implement performance control in a multi-tier computing system Comp|ex and |arge scale Computing systems, we presems'n thi

designed for e-commerce applications. We show that the sirfgr ; .
SISO (Sngle Input Single Output) controller, rather than a more paper a practical use of control theory for multi-tier carst

complex distributed or centralized MIMO ( Multiple Input Multiple to host e_'commerce and related applications. .
Output) controller, works well, regardless of the presence of  Following the work in [2], where the authors discussed the

multiple cluster nodes and multiple execution time deadlies. scaling aspects of control problems that arise in large caenp
Our feedback control loop acts on the speed of all server node systems, our control borrows some characteristics from the
capable of dynamic voltage scaling (DVS), with QoSQuality of  centralized MIMO Multiple Input Multiple Output) models.

Service) being the reference setpoint. By changing the speed, we ) R
change the position of thep-quantile of the tardiness probability They used as a target architecture a multi-tier e-commerce

distribution, a variable that enables to measure QoS indiretly. System composed of multiple layers of web clusters, each
Then, the control variable will be the average tardiness, ad the layer used to process a different part of the web request,
setpoint the tardiness value that will position thisp-quantile at namely, request distribution (layer 1), static and dynamic

1.0, value at which a request finishes exactly at the deadline ;
Doing so will guarantee that the QoS will be statisticallyp. We requests (layer 2), and database access (layer 3). In their

test this new Tardiness Quantile Metric (TQM) in a SISO PIDF classification, for a”}’ performance Con.trol, an e-commerc_:e
control loop implemented in a multi-tier cluster. We use opa SyStem has to be either MIMO centralized, where there is
software, commodity hardware, and a standardized e-commee a centralized controller with multiple actuators and nmplti
application to generate a workload close to the real world. sensors, or MIMO distributed, with several distributedend
The main contribution of this paper is to empirically show the  hangent controllers. The authors claim that the contrdtier

robustness of the SISO controller, presenting a sensibilitanalysis .
of the four controller parameters: damping factor zeta, derivative an e-commerce system has to be MIMO by necessity, for

filter factor beta, integral gain ki, and zero time constanttau. example., be(;ause of the eXiSt(?nce Of_ mqltiple web reqU?St
types with different response time objectives. However, in
I. INTRODUCTION our practical implementation of a multi-tier e-commercebwe

As people increase their trust on Internet means for sesvicduster, the industry standard e-commerce applicatiord use
like banking and commerce, electronic applications becorREeSented some restrictions that make it impracticablead r -
everyday more popular and widespread. The complexity the contr_ol metric from the multlple_servers. '_rhe reason is
the computing systems for these applications are incrgasmat the information, or control metric, is d!st.rlbuted
fast, both for well established popular kind of applicationthe cluster, and the only way to measure it is at the front-
such as e-banking and e-commerce, and also for less kndiflfl Server where the controller runs. This prompted us to
business-to-business applications, such as e-sourcingrew Puild @ SISOSingle Input Single Output controller, using a
businesses auction the willingness to purchase from ther seNormalized response time among classes of requests taobtai
who can offer lowest prices and best contracts. Due to ﬂ;-}esmgle con_trol metric that normalizes the several difiere
needed complexity and size, computing systems are becdfi€ constraints. _ _
ing complicated, dense, and of high cost of ownership. As!n this paper we show a real implementation of an
pointed out in [1], because of this growing complexity, th§-Commerce computing system based only on open source
computing systems for today’s applications need to be asieftware and industry standard workloads. Open-soulrcte sof
to do self-configuration and self-optimization, and act in avare offers a huge advantage for controlled computing sys-
autonomic way, such that it can optimize itself seamlessly {ms, because virtually any metric or measurement can be
the desired performance objectives. With the motivaticat thderived from the system, as we have total access to the

source code, from the core kernel level to the application

This research is being partially supported by the Braziavernment, through Capes USer level. Our objective is to accomplish energy consumnpti
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(FAPERJ) under granE-26/150657/2004, and also by the US federal research agen hinimization and QOS Quallty of Servi Ce) guarantee. We
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of all dynamic voltage scaling (DVS) capable server noddsyer L2 of servers to process dynamic and static requests, a
(i.e., layers 2 and 3), with QoS being the reference contrble L3 layer to execute a distributed database that wilkesadir
objective. But rather than sensing the QoS directly, which the information related to the application. The front-emndi®
measured as a ratio of number of requests that executedwitinnplements a request distribution policy based on the armoun
their deadlines to the total number of requests, we use a nefwork that each second-tier server has. The front-enceserv
metric of QoS based on the tardiness of the completion of wabts as a reverse proxy, that is, it redirects requests tr oth
requests proposed in [3], where tardiness, the controhbbej servers and also returns the server’s response to the.client
is defined as the ratio of web request response time to fhlee front-end is capable of SSL encryption/decryption as
deadline. This metric is based on the probability distitout required for the e-commerce application. The load distigiou
of tardiness, and because it presents more informationtabamong the database servers is done statically. We replicate
the completion of tasks than the QoS, it offers a better metthe web store in many independent database servers to avoid
for using in a feedback control loop. bottlenecks, and the total load is divided equally to each
We will apply the theory of a PIDF controller, whichdatabase. To implement this architecture we used in layer
is basically a proportional-integral-derivative (PID)nt¢mller L1 the Apache web server with the modudackhand [4] for
augmented with a low pass filter (F) in the derivative partoad balancing and a new module to implement the controller,
The workload of a web system is a composition of randoin layer L2 we have Apache with PHP scripting language
variables, and consequently, present the random fluchsatisupport for the dynamic pages, and in L3, PostgreSQL for
that is characteristic of any stochastic process. We censithe databases.
the unpredictability of the workload as being similar to s&em
noise. With the low pass filter, the process disturbanceethu$3. Workload Generation

by random osci_llqtion Wi" be rejected by the gont_rollerslut:h The TPC-W standard [5] is a transactional web benchmark
a web system, itis desirable to have the derivative compon&lyere the workload is performed in a Internet commerce
pe_cause as the plant dynam_lc.presents a qe‘f"d t.'me dela&n\}ironment. The workload is generated by a software entity
is important to have the predictive characteristic giverthy that runs in the local network, outside the cluster. It is

;jherlvatl\t/e lpart_. Elestld?]s, v(;/le tnhee_d ta_lso_ to mglude avmgesrésponsible for managing the emulated browsers (EB) and
€ controfvariable to handie the Intrinsic randomnesswile .o o yyjated sessions. Each EB is a thread implemented

measure the plant dynamics after the inclusion of the aesag. .o that makes access the web server. with HTTP and

and apply.some tgmqg rgles for the .cont.roller. ) HTTPS connections, emulating a real customer performing
Our main contribution is the practical implementation ang

bust luati fth ol | ¢ : ome browsing, searching and purchases.
robustness evaluation otthe controfioop for areal €-Corone 1, performance metric defined by TPC-W is the number
web server cluster, with sensitivity analysis to the partanse

; of web interactions per second (WIPS). TPC-W specifie34
of the PIDF tt):ontrrcl)ller.k_'l'he_ v(\gorliloadt |sdgecrj1e:/zi\/ted hby ifferent interactions necessary to simulate the actioitya
€-commerce benchmarking Industry standard. We Snow 3. siore, and each interaction has a different time caingtr

solution. for some practical issues, such as the difficulty | d a specified QoS (as a percentage of requests that do not
measuring the end-to-end delay of e-commerce requests {iiaf ;o 1 time constraint). For a good review about the TPC
are defined as a sequence of smaller web requests that cal

) ; - : L fenchmark see [6].
serviced in a distributed way or in parallel inside the aust In the TPC-W, one web interaction is defined as a se-

In this paper, Section Il presents some concepts related to :
the cluster model, workload generation, the control inpat-m quence of one HTTP dynamic request followed by many

. . . static requests. The time constraint is related to the ereh
ric, and the DVS based actuator mechanism. In Section Il we q orehd

. : : . execution time of a whole web interaction, from the arrival o
derive the controller equations. Section IV presents ataln . .
. . : . . the dynamic request to the time the server sends the lasbbyte
results, and in Section V we discuss the implementation a|

. L . fife last static request. This specification prohibits to snea
compare with other similar implementations. . . L .
the control metric from a single server in isolation, beeaus
Il. BACKGROUND as soon as the client receives the response for the dynamic

Our goal was to deploy a cluster environment to serygquest, the client will issue many requgsts f_or thg sfcatic
as a testbed for e-commerce applications, specifically gauests, and these requests may be serviced in a disttibute

test energy-efficient policies. In this section we preséiet fway and in parallel. This restriction guided us to implement

cluster model, the industry standard TPC-W used to cre SlSQ controll(_ar, because the information is located at a
the e-commerce environment, the statistical inferencénatkt centralized location.
adopted to measure the control variable, and the DVS poli&y I .
used. For more details see [3]. - Controller Input Metric
The input metric to the controller is based on the tardiness
A. Cluster Model of a web interaction. For each web interactigpnwe define
The cluster architecture is composed of a central web sertardiness by the ratieveb interaction response time (WIRT)

that serves as a front-end to the whole system (layer L1)ia@the respective deadline. That igrdiness; = -t

deadline; *



Doing this, we normalize all tardines values from all web tardiness setpoint Statistical | QoS

interactions in only one measure. Inference | setpoint

As the goal is to control the QoS, not tardiness, we need a vit)
translation from tardiness to QoS. We implemented a stzlst 6_» KE) u_(Qb_> G(s) o(t)
model based on the probability distribution for the worldoa y *
To do this, we make the assumption that the workload has a
Pareto distribution. For specific probability distributg the +:7
relation between the tardlianess a%d the QyOS can be obtained average tardiness Als) i)

analytically. We show briefly the expression for the Pareto
distribution in Equation 1 (we show demonstrations and also Fig. 1. Control logic block diagram
tests of goodness of fitin [3]). The assumption that web traff . ,
presents a Pareto distribution is common. For example,in 7 multlcast_ to all _L2 and L3 SEIvers, and each server node
it has been shown that the commonly assumed model for %culates its desired frequengy given by f; = u(_Fm“.“ N
traffic based on Poisson distributions and Markovian alrriv min) + min: The duty cycle of the DVS m?c.hamsm.ms SO

. . thata|| f;||~ + (1 —a)||fil|" = fi, where||f;|| is the highest
processes does not hold in practice, but rather they présent” ™ . o
statistical characteristic of self-similarity, which st property available d!screte frequency smaller thﬁm and||fi[[" is the
that the appearance of an object is always the same if Iookilﬁ)éﬁvest available discrete frequency bigger tygn
at any scale. They showed that web traffic, such as response 1. CONTROL LOGIC
time, can be modeled using heavy-tailed probability dgnsit

functions, such as Pareto. As suggested in [9], we model the noise as the input signal
The Pareto probability density function is given lfyr) = o P :
ok , o w(t); in our model, noise is present in the measure because
kzwer, wherek is related to the averageby p = 324, and ¢ the stochastic nature of the workloadt) (the process
@, is the positive minimum possible value &f. As tardiness gistyrbance), which will cause the randomness present in
has a minimum value d, we usez,, =1 and user + 110 e tardiness measure. The controller outpuk(#), and the
locate the function. Then we obtafi{x) = (m+1)*+D) forthe  yransfer functionk (s) of the controller has a minus because
tardiness probability density function, where= ££1. it has to invert the output related to the input error. When
To relate the tardiness with QoS with a known distributionhe error is negative, thp-quantile for the QoS is bigger
we need to calculate thp-quantile and make it equdl.0, than 1.0, and the deadline miss ratio is bigger than- p,
the tardiness value after which a web interaction will mtss iand therefore the server must increase the sp@ég. is the
deadline, so that the probability to miss a deadline will bgnknown plant transfer function; we will measure its dynesni
1 —p, and the QoS will be. This allows to relate the meanin Section IV-B. A(s) represents the averaging included in the

Figure 1 shows the control logic block diagram adopted.

1 with the value ofp, as follows: control variable.
B 1 (1) We have used in [3] a simple PID controller given by
B= logs (L) 1 K(s) = kp+%+kps. To improve it, as suggested in [10], we
1=p insert a lowpass filter in the derivative part to make it regduc
With Equation 1, we have a statistical inference method tRe noise, and we change the parametrization of the coextroll
relate a QoS setpoint to a tardiness setpoint. as proposed in [10]. With only the lowpass filter, the corérol
D. DVS Actuator mechanism becomesK (s) = kp + % + £p5_ The new parametrization

14sT
will use the four parameters: cfumping factap),(derivative

vogeeas(i:t;?rgor (g(/ge gﬁ::oilns);ﬁt:%lg Zasﬁdd f?en Sg:n]gnﬂﬁer factor (8), integral gain k;), and zero time constant),
9 9 ' ging 9 d Y Phe advantage of using these parameters is better stability

all L2 and L3 servers, we can speed up the system, pUShW&ause it reduces the freedom of the traditional parameter

the average tardiness to values closer to zero or slow down . : . L
S . a way that the controller is easily kept in a stable regiorisTh
the system, resulting in bigger average tardiness.

. P rametrization also makes the controller tuning procedur
Our goal is to maintain the voltage/frequency at the loweBf ¢ Th | ller is:
level that maintains the QoS at the specified level. Becaese ?a3|er. e resultant controfler is: -
controller outputs a continuous value and because every DVS K(s) = k; 1+2¢1s+77s )
capable processor has discrete levels of voltage and fnegue s (1 + S%)
we adopted a periodic switching DVS scheme to match the
speed of the continuous actuator. Our scheme consistswtere = =, andko, = lim K(s).
switching between the two discrete values adjacent to theThe damping factorl dictates the responsiveness of the
desired continuous value, as proposed in [8]. To implemetantroller. With a increased, the system becomes slower
this scheme, a high priority daemon executes periodically wto achieve steady state, and with a smgllthe overshoot
a duty cyclea. increases. The zero time constanis dependent on the plant
To implement a controller with single output, we used dynamics. In [9] a very simple method of tuning the contmolle
frequency scaling factar output by the QoS controller, whichis to maker = % whereT is the time constant of the plant



0.5

(for a first order plant, the time the output takes to achieve
63.2% of the input in the step response). The filter factor g 045
0 is related to the high-frequency gain, or control activity, 3 04 ‘ ‘ ‘ ‘ ‘
ks = B7k;. If 3 is small, the system may lose control & 3 o : : 3 3
.. [ .. . 5 0.35F------ (R R Tl CTOBBes10s T 5
activity and perform as if in a positive retrofit (see Sectidgh e g : %G(S) = MR : g
inak: will i S 03F e : 3 i : °
Increasingk; will increase the performance of the controller. £ ; S ‘ %
For the controller, we implemented Equation 2 in the S o025 R S e b bt B
discrete domain. We used the backward difference, given by & PO IS i f f f A min
1 — sT, = 271, that is obtained from a first order series 2 § S : : : :
approximation to the —transform, withTs being the sampling 0155%’@&% 2#3( Avera 2%8%\2/?—0%%%& )
period. The controller equation relating the discrete otit, O ZOO 300 350
to the discrete erro¢;, becomes: Time (s)
K(Z) = Fig. 2. Step response in open loop, fdys average withTy = 10 s and
Ty 4+ 20 + 2 (ﬁ i 247) -1 (ﬁ) 42 30s average withl’y = 30
S Ts Ts Ts 0.5 0.4
k; ) .
Tt (Brg) e+ () . -
The discrete equation obtained by straightforward manipu- g . ° g
lation of Equation 3 is in the recurrence formula in Equadon ol Cortrolerouput —— | 2
Controller error ———-
" (BT +27)up—1  72ki (up—2 — ep_2) L ! o
k = - ; T+ E3 E3 E3 |
PTs + 7 T, (TS + g) T HEEHHHFH}H FHEE I P
£ ' ‘ <
S 04 4 2
(Ts + 2<T + %) kiek (% + 2<T) kiekfl é 03 { é
- (4) E o ]
T+ 5 T +3 R 1= e
IV. EVALUATION AND SENSITIVITY ANALYSIS e o ooy . o
In this section we present a set of experiments with the Fig. 3. Control performance with0s average

controller. The first step is to measure the process dynamic
in open loop and then tune the controller accordingly.
adopted the tuning procedure given by Equation 11 of [
For the closed loop, all tests use a QoS setpoirii. 9.

?ues to the tuning rule described by Equation 11 of [9], we
btain{ = 0.83, 7 = 6.52, k; = 0.29, and3 = 3.91, for 10s
ase, and, = 0.83, 7 = 19.56, k; = 0.10, and 3 = 3.68, for

the 30s case. The study in [9] showed that these values yield

A. Process Dynamics closed-loop behavior close to optimal, for first order pgant

We adopt the first order plant with delay(s) = ke{“; with moderate time delay. In our case, withs delay resulted
+sT ! . - .
where L, is the lag delay, or the time it takes for the outpuf 900d stability, but &0s delay was too large and did not

to change after a step response, dhi the time constant. Yield good results (see Section IV-C).

We will show results (how the process dynamics change) f&r Results
two different time windows for computing average tardiness’
(which are also the sampling peridfl). We will use an The experimentation results are shown in Figures 3, 4,
average ofl0 seconds plus an additional filter with constar@nd 5. In all experiments, the control variable used is not
T; = 10s, and to test bigger averages, we use windo@nly the average tardiness, but the average tardiness added
average oB30 seconds plus an additional filter with constarfo the confidence limit calculated every sampling interval.
T; = 30s (a sampling period and average 3ff seconds was For example, if in one given sampling interval the average
also used in [11]). This lowpass filter in the measurement f@rdiness measured with its confidence interval.3 + 0.05,
required for smoothing and improving the measurement of tHee control variable will bed.35 rather than0.30. This is to
control variable. With this averaging scheme implementel, guarantee, with the confidence level adoptedf), that the
measured the step response for both cases, and the result 23S Wil lay above the specified value.
Figure 2. We will use this figure in the next section for fitting In Figure 3, the tuning rules resulted in stable operation

with the plant model adopted. of the controller with10s average. The QoS measured every
_ interval remained above, in most cases, the specified vdlue o
B. Tuning 0.95, as expected, because we controlled by the confidence

We did curve fitting from the results in Figure 2 to extraclimit. The points close t@ = 240s, ¢t = 380s, andt = 510s
the parameters of the plant model. We obtaided= 10s, with low QoS were caused by load imbalancing that is difficult
T = 12s, and k = 0.35 for the 10s case andL; = 30s, to avoid when all servers run almost with full utilization.

T = 36s, and k = 0.33 for the 30s case. Applying these Figure 4a shows th80s case. As the lag delay was too



big, the tuning rules failed. With a too smadl the integral

part is not sufficient to recover from a negative error. The
effect is of a positive retrofitted system. We solved this by —>9—> : > —»9—» :
increasings and increasings;, for better performance and
better control activity. The result is in Figure 4b, whiclsal

shows the increase in control activity with higher For the @ ®

remaining experiments, one parameter will be changedewhil _ _ L
. . . . Fig. 6. Comparison with the classification in [2]. (a) The esfgd MIMO-C

the others will remain the same given by the tuning rules. controller for QoS control. (b) The simplified SISO contenlimplemented

In Figure 5a, we show that increasing the integral dain
the performance increases. The curve with= 0.1 is much system, and it turns out that it is possible to use a simplBES|
slower than withk; = 0.3. However,k; = 1.0 is too big, and architecture, as shown in Figure 6b. As the chosen metric to
resulted in instability. be used in the controller was the tardiness of web intenastio

Figure 5b shows the effect of varying the damping facteind because of the definition of web interaction given by the
¢. As was expected, an increase(ifowers the overshoot of TPC-wW standard, the MIMO model is not convenient. The
the system, but increases the time to reach the setpoint. reason is that the TPC-W standard defines a web interaction

In Figure 5c we show the effect of the parameterThe as a sequence of several HTTP requests, and the real-time
zero constant must be tuned with the plant dynamics. Theguirements in this standard determine that a certain téve
valueT = 6.5 was the value returned by the tuning rule. We)oS must be achieved for the end-to-end service time of each
also experimented with = 3, which was too small and did web interaction. Since the metric must account for the whole
not allow the system to correct the positive error, and 12, web interaction, and since each of the HTTP subrequests may
which caused difficulty in correcting a negative error. be serviced by different L2 server nodes with a certain level

In this work we have not shown any energy measuremegirallelism, it is impossible to obtain the response timthat
because we focused more in the stability analysis and senrirver nodes. In our implementation, the centralized otiatr
tivity to parameters, issues that we could not assess in [Rlns in the front-end server, where all requests and reggons
In that work we compared the energy consumption with othgp through and the end-to-end time is measured.

interval ba§ed DVS mech.anisms. and we shovyed that extra}n [11], different classes of requests are considered. The
energy savings can be achieved with the fine-grain QoS donté

d. We did not luate. h th tHioi Ztuator does not use DVS, but enforces desired relative
proposed. We did not evaiuate, however, the energy-etgie elays among classes via dynamic connection scheduling and
of the system during the settling time, which will depen

the tuni les. This i i . ant i b rocess reallocation, with the goal of providing diffeiated
on the ning rules. This Is not-an important 1SSU€ beCaugk icas. That work shows clearly the problem of having an
the settling -t|me-of150 se_zconqls, obsgrved n Fig 3, abouﬁnpredictable workload: the sampling period used B8s,
half the settling time obtained n [.11]’ is sufficiently st and the settling time achieved wa%0s, which is the time for
accommodate the workload variation. the Web server to enter steady state.

V. DISCUSSION ANDRELATED WORK QoS control can also be done by sensing QoS directly [13],

Control theory has been used many times, in the last decaldé] rather than by a statistical approach like ours. Howeve
as the solution for performance control in computing systenthis may be problematic, because the QoS measure will have
A seminal work appears in [12], where the authors change tﬁéaturatlon point inl.0 very c_Iose t_o_ the desired setpoint.
paradigm of scheduling, applying control theory to maimtai_Th'S asymmetry can cause instability, as we have _shown
the performance of the system stable. Moreover, as point8d[3]- In [13] and [14], they solved this problem with a
out in [1], the computing systems for today’s application w More complicated control, based on a second control loop for

desired performance objectives. QoS was proved to be mutually exclusive. These works use

In this work we followed the general framework for describ@ctuators that change the scheduling of the system, perfgrm
ing control problems presented in [2]. They use a multigier @dmission control. They also do not apply DVS.
commerce system as illustration and classify the possitite ¢ In [15] the authors used a feedback loop to regulate the
trol architectures, includin@@ SO, MISO, and MIMO, which voltage and frequency as a means of providing QoS awareness.
refer to the number of inputs and outputs of the controller (Bheir controller uses utilization as the control variahimiag
= single, M = multiple). MIMO, in particular, can be furtherto keep it around a derived utilization bound. However, it
divided in centralized and distributed. The authors argaeé¢- differs from our work because their technique is conseveati
commerce systems are MIMO by necessity, because the tamelviding a QoS guarantee always closd 1@, not controlling
system must have multiple inputs in order to achieve madtipQoS at a fine-grain setpoint. Computing systems with utiliza
objectives, and must have multiple outputs in order to measdion control have usually a different goal, which is to emfr
the multiple objectives (see Fig. 6a). a certain utilization by means of admission control, not DVS

However, although this classification is very reasonabl& prevent overload conditions. Other recent works in théaa
there are practical issues to implement the e-commerce warke [16], [17], [18], [19].
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VI. CONCLUSION [8]
In this paper we showed a practical implementation of a
feedback control loop in a multi-tier web server system for eg]
commerce. We used DVS to adjust the system performance to
save energy, but with the QoS specification being guarantd&d
by the control loop. We showed practical issues that arise
in the implementation of a controller in a real web clustgui]
application. The experiments showed that the parametrized
controller is easy to tune, because tuning has a limitedegegr
of freedom, which helps stability. Our experiments showed 2]
analysis of sensitivity to the controller parameters ttzat keelp
in achieving the best performance for the controlled systepy
The fine-grain QoS control showed in this work is useful in
achieving extra energy savings for interval based DVS selse
where the goal is to meet all deadlines, avoiding overpro
sioning the system according to the real-time specification
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