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Abstract—In wireless adhoc networks channel and en-
ergy capacities are scarce resources. However, the de-
sign of the IEEE 802.11 DCF protocol leads to an in-
efficient utilization of these resources. In this paper we
introduce BLAM, a new Battery Level Aware MAC proto-
col, which is developed from an energy-efficiency point of
view to extend the useful lifetime of an adhoc network. We
modify the IEEE 802.11 DCF protocol to enable BLAM
to dynamically tune the transmission probability and the
random deferring time for fresh and collided data pack-
ets based on the node’s current relative battery capacity.
We show that BLAM can achieve an increase of 15% in
the total network lifetime and an increase of about 35%
in the total number of received packets. We also show
that BLAM is backward compatible with the currently de-
ployed IEEE 802.11 MAC protocol.

I. INTRODUCTION

An adhoc network is an infrastructureless multi-
hop wireless network in which all devices establish
direct communication with other nodes without a
centralized entity. Adhoc networks have a significant
impact on many military and civilian applications,
such as combat field surveillance, security and dis-
aster management, data gathering, and virtual meet-
ings and conferences.

The wireless network hosts have finite battery sup-
ply and in many cases the nodes are installed in an
environment where it may be hard (or undesirable)
to retrieve them to change or recharge the batteries.
It is crucial to design techniques to reduce the en-
ergy consumption by the wireless hosts. The net-
work nodes need to be energy conserving so that to-
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tal time in which the network is connected and func-
tioning is maximized.

IEEE 802.11 standard [15] defines a distributed
random access MAC protocol called Distributed Co-
ordination Function (DCF), which is based on the
mechanism of Carrier Sense Multiple Access with
Collision Avoidance (CSMA/CA). DCF uses a bi-
nary exponential backoff (BEB) algorithm to re-
solve channel contention and incorporates the use of
the RTS/CTS method to resolve the hidden terminal
problem. A lot of prior work [1], [2], [3], [6], [24],
[26] evaluated the performance of the IEEE 802.11
DCF via simulation and theoretical analysis.

Recent research has investigated energy conserv-
ing mechanisms and various approaches have been
proposed for each layer of the communication pro-
tocol stack [17] to reduce the energy consumption.
As mentioned in Section III, many efforts are in the
direction of designing new energy efficient medium
access protocols. However, our work does not pro-
pose a new protocol but rather slightly enhances
the already widely deployed IEEE 802.11 to in-
clude energy-aware measures. Our enhancements
are backward compatible with the existing protocol.

This work is based on the observation that the
IEEE 802.11 standard can operate very far from opti-
mality, and much channel bandwidth and energy are
wasted in collisions and collision resolutions. More-
over, when a basic energy efficient scheme is used
in which control frames (RTS/CTS) are sent with
maximum power and data frames with a reduced
power, this effect is magnified because the control
frames are the ones that faces collision and not the
data frames. This motivates us to propose a new
power-aware enhancement for the IEEE 802.11 to
try to save and conserve both the nodes energy and
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the channel capacity wasted in collisions.
Toward this goal, we introduce a Battery Level

Aware MAC (BLAM) which tunes the transmis-
sion probability and the random deferring time for
both fresh packets and collided ones based on the
node’s current relative battery capacity. Conse-
quently, BLAM prohibits the low energy nodes from
contending for medium access with the high energy
nodes, and thus saves the energy of these critical
nodes and consequently extends the network life-
time.

The rest of the paper is organized as follows:
Section II reviews the basic operation of the IEEE
802.11 protocol.Section III presents related work
and different power control schemes at the MAC
layer. Sections IV explains the details of BLAM.
Section V describes the energy model used and the
simulation environment. Simulation results are pre-
sented in Section VI. We conclude the paper in Sec-
tion VII.

II. OVERVIEW OF IEEE 802.11 DCF PROTOCOL

IEEE 802.11 DCF [15] defines two access meth-
ods: basic access method and RTS/CTS access
method. The basic access method involves only
DATA/ACK exchange, in which data packets are
transmitted when channel access has been obtained.
ACK frames follow successful data packet recep-
tions. The RTS/CTS mechanism is mainly used to
minimize the amount of time wasted when a col-
lision occurs and to address the Hidden Terminal
problem [6] 1. In the RTS/CTS access scheme, when
a node wants to send packets to another node, it first
sends an RTS (Request to Send) packet to the desti-
nation after sensing the medium to be idle for a so-
called DIFS interval. When the destination receives
an RTS frame, it transmits a CTS frame immediately
after a so-called SIFS interval. The source station is
allowed to transmit its data frame only if it receives
the CTS correctly. If the CTS is not received by the
source station, it is assumed that a collision occurred
and an RTS retransmission is scheduled. After the
data frame is received by the destination station, an

1This problem arises when two stations that are not in direct
radio contact with each other try to transmit to a third station
that is within the transmission range of both of them

acknowledgment frame is sent back to the source
verifying successful data reception.

Nodes overhearing RTS, CTS, data or ACK pack-
ets have to defer their access to the medium. Each
host maintains a Network Allocation Vector (NAV)
that records the duration of time during which it must
defer its transmission. The NAV value is updated
each time a station overhears a valid MAC frame.
Figure 1 illustrates the operation of the IEEE 802.11
DCF.
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Fig. 1. IEEE 802.11 DCF Operation

The use of the RTS/CTS mechanism helps to min-
imize the duration of collisions and the collisions
caused by hidden terminals. The successful ex-
change of small messages, RTS and CTS, reserves
the medium within the range of the receiver and the
sender for the intended transmission period guar-
anteeing undisturbed transmission for longer data
frame. Clearly, if a collision occurs with two or more
small RTS frames, the time loss is smaller compared
to the collision of long data frames. On the other
hand, RTS/CTS decrease the efficiency since it trans-
mits two additional frames without any payload.
Consequently, the IEEE 802.11 standard defines a
parameter called RTS-Threshold, that indicates the
data length under which the data frames should be
sent without RTS/CTS. The RTS-Threshold parame-
ter is not fixed in the standard and has to be set sep-
arately by each station.

A collision occurs when two or more stations
within the transmission range of each other trans-
mit simultaneously in the same time slot. As a re-
sult, the transmitted packet is corrupted and the col-
liding hosts have to schedule a retransmission after
deferring for a period randomly chosen in the inter-
val � 0 ����� CW � 1 �
	 , where CW is the current value of
the contention window of the node.

The value of CW depends on the number of failed
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Fig. 2. Exponential Increase of the CW

transmissions of a frame. At the first transmission
attempt, CW is set equal to CWmin , that is, the
minimum contention window size. After each re-
transmission due to a collision, CW is doubled, up
to a maximum value CWmax � 2m � CWmin, where m
is the maximum number of retries. Once the CW
reaches CWmax, it will remain at this value until it
is reset. The CW is reset to CWmin after every suc-
cessful transmission of a data frame or when the
maximum number of retries is reached and the data
packet is discarded. Figure 2 illustrates the increase
of the contention window using an exponential back-
off mechanism.

III. RELATED WORK

Recognizing the challenge of energy consumption
in ad-hoc networks, much research has been directed
toward the design of energy aware protocols. We
can categorize the previous research work on power-
aware MAC layer into three categories, Reserva-
tion Based Power-Aware MAC, Switching Off Power-
Aware MAC and Transmission Power Control.

a) The Reservation Based Power-Aware MAC:
tries to avoid collisions in the MAC layer, since col-
lisions may result in retransmissions, leading to un-
necessary power consumption. The EC-MAC [23],
presented the idea of applying reservation schemes
in wireless networks MAC protocols for energy con-
servation. Although EC-MAC was originally con-
structed for networks with base stations serving as

access points, its definition could be extended to
adhoc networks, where a group of nodes may se-
lect some type of coordinator to perform the func-
tions of a base station, as proposed in [4] and [20].
Furthermore, because the coordinator can consume
the resources of certain nodes, a group of schemes
were proposed in which the coordinators are rotated
among network nodes. In [14] coordinators are ran-
domly chosen, however, in [13], the remaining bat-
tery capacity controls the probability of the coordi-
nator selection.

b) The Switching off Power-Aware MAC: tries
to minimize the idle energy consumption by forcing
nodes to enter the doze mode. For example, PA-
MAS [22], allows a station to power its radio off
when it has no packet to transmit/receive but has
to keep a separate channel on which the RTS/CTS
packets are received. Similarly, Chiasserini [5] al-
lows a station to go to sleep, but a special hardware,
called Remote Activated Switch (RAS), is required
to receive wakeup signals. Also, in [27] the ge-
ographical area is partitioned into smaller grids in
each of which only one host needs to remain active
to relay packets for all the stations in the same grid.
Furthermore, Pattem [19], discussed various activa-
tion strategies for the nodes, including Randomized,
Selected and Duty-cycle modes. In Randomized ac-
tivation mode the nodes are activated in a random
pattern. In Selected activation, nodes are switched
on based on the activity region. However, in Duty-
cycled activation nodes are turned on periodically.

c) Transmission Power Control: came about
because the maximum power in the wireless card is
consumed during the transmission mode. Much re-
search has been proposed to minimize the transmis-
sion power and thus maximize the network lifetime.
According to the path-loss radio propagation model
there is the non-linear relation between the transmis-
sion power and the the transmission distance. It is
always more energy conserving to send the data in
a multi-hop fashion using relay nodes rather than
sending it directly to the destination. PARO [12], for
example, favors forwarding the data to the nearest
neighbor until reaching the destination than sending
the packets to a further neighbor and thus saves the
transmission energy.

A simple power control scheme for the 802.11
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Fig. 3. Hidden Terminal Jamming Problem

RTS/CTS protocol should adjust the transmission
energy for data and control frames (RTS/CTS) ac-
cording to the distance between the sender and the
relay node. However, as shown in Figure 3, dif-
ferent power levels among network nodes introduce
asymmetric links, a problem known as the “Hidden
Terminal Jamming” problem [25]. A hidden node
C not sensing an ongoing low power data transmis-
sion, can corrupt the data packets being sent from
A to B by concurrently transmitting a message to
node D. Therefore, as depicted in Figure 4, the con-
trol frames have to be transmitted using a high power
level, while the DATA and ACK are transmitted us-
ing the minimum power level necessary for the nodes
to communicate [11] [21].

C DA B
Data Ack

RTS CTS

Fig. 4. Control Frames with Maximum Power

Other protocols control the transmission power
not only based on the distance between the sender
and the receiver but also based on different chan-
nel conditions. For example, the scheme presented
in [21] adjusts the transmission power according to
the SNR at the receiver. It allows a node, A, to spec-
ify its current transmit power level in the transmitted
RTS, and allows the receiver node, B, to include a
desired transmit power level in the CTS sent back
to A. However, although reducing the transmission
power can result in energy savings, it can also result
in a higher bit error rate (BER). The higher the BER

the higher the number of retransmissions is, which
might increase in the overall network energy con-
sumption. Therefore, based on that observation, the
protocol in [7] chooses an appropriate transmission
power based on the packet size.

IV. BATTERY LEVEL AWARE MAC (BLAM)

A. Motivation

In WLANs, the nodes included within the cover-
age area of a certain host may send control messages
that collide with the RTS/CTS frames transmitted by
this node. A collision resolution scheme (exponen-
tial backoff) is applied whenever a collision is de-
tected. The higher the number of collisions the lower
the network throughput is and the higher energy is
consumed resolving these collisions.

The situation might be worse in a multihop wire-
less adhoc network, because each message is for-
warded in more than one hop. Consequently, a mes-
sage potentially encounters collisions at each hop
throughout the whole route from the source to the
destination. As a result, the total number of colli-
sions increases and more channel bandwidth and en-
ergy are wasted.

On the other hand, in a power-aware adhoc net-
work, a basic power control scheme favors transmit-
ting the data to the nearest neighbor instead of trans-
mitting it to a further one to conserve the transmis-
sion power. Accordingly, the power-aware route will
be composed of a big number of shorter hops causing
the number of collisions and retransmissions to in-
crease more. Furthermore, as mentioned in the Sec-
tion III, a smarter power aware scheme will trans-
mit the short control frames using a higher power
than the data frames [11] [21]. However, the draw-
back of this power-aware schemes is that the con-
trol frames are the ones that face collisions and the
ones being retransmitted using the high transmission
power. Thus, the collision effect on the total energy
consumption is much worse than first thought.

Based on the above observations, BLAM con-
serves the channel bandwidth and the energy con-
sumption by decreasing the total number of colli-
sions in an adhoc network. As discussed later, this is
done by modifying the random access nature of the
IEEE 802.11 DCF to a prioritized access protocol,
where the priority of the node to access the medium
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is determined by its remaining relative battery capac-
ity.

Furthermore, in IEEE 802.11 DCF, all nodes in-
volved in a collision are equally treated and all
of them attempt retransmissions in subsequent time
slots after applying the random backoff algorithm.
Thus, it is possible that energy-poor nodes waste ad-
ditional energy in subsequent unsuccessful attempts
because they are contending with the high-energy
nodes for channel access. From the network lifetime
point of view, the low energy nodes are the most im-
portant and most critical nodes. These nodes have
used their energy either because they have a lot of
data to send or because they are nodes located in
the confluence of many routes in the network. Leav-
ing these critical nodes to deplete their energy may
cause a partition of the network and some sources
might be unable to reach other destinations. On the
other hand, the energy wasted in collisions and col-
lision resolutions will not be so significant on the
high-energy nodes. Thus, it is unfair to let the low
energy nodes contend with the high energy nodes on
channel access. BLAM propose a a new partition-
ing philosophy so that the nodes are split into virtual
groups according to the amount of residual battery
energy left. As a result, the simultaneous contention
of low and high-energy nodes is restricted.

B. Modifications to IEEE 802.11 DCF

BLAM modifies the IEEE 802.11 DCF in two
ways, changing the transmission probability for
fresh data packets and changing the distribution of
the random deferring time after an unsuccessful
transmission attempt. As depicted in Figure 1, in
IEEE 802.11 DCF, if a fresh data packets arrives at
a node’s transmit buffer, the node first senses the
medium, if it is found idle for a DIFS interval, the
node sends an RTS. BLAM, on the other hand, sends
the RTS with a probability that depends on the cur-
rent relative battery capacity of the node. The prob-
ability for transmission is obtained from a normal
distribution whose mean and variance are functions
of the relative battery capacity (as depicted in Fig-
ure 5):

Mean � CWmin
� � 1 � Ri �

Variance � CWmin

2
� cosine


2 ������ 12 � Ri

������ (1)

where CWmin is the minimum contention window
size, and Ri is the relative battery capacity of node i.
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Fig. 5. Mean and a Variance of the Normal Distribution for
Probability of Transmission as functions in battery capacity

Furthermore, in IEEE 802.11 DCF, when a col-
lision is detected, the collided hosts schedule a re-
transmission after deferring for a period that is ran-
domly chosen in the interval � 0 ����� CW � 1 ��	 , where
CW is the current size of the contention window. In
BLAM, when two or more stations collide, each sta-
tion chooses to schedule its retransmission after a
random amount of time. The random deferring pe-
riod is picked up from a normal distribution that is
defined in the interval � 0 ����� CW � 1 �
	 . However, the
mean and variance of the deferring time distribution
are as given by Equation 1, replacing CWmin with the
contention window size CW .

Figure 6 depicts the normal distribution from
which the deferring time is determined at different
relative battery capacity levels, ranging from full to
empty capacities. It should be noted that, similar to
the IEEE 802.11 DCF, the value of CW depends on
the number of retransmissions. Initially CW will be
set to the minimum contention window size CWmin,
then at each unsuccessful transmission attempt the
value of CW will be doubled.

As shown in Figures 5 and 6 and as expressed in
Equation 1, for the full battery capacity nodes the
mean of the normal distribution is at 0. As the battery
capacity decreases, the value of the mean increases.
When the node consumes all its residual energy the
distribution mean will be at CW . The motivation
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Fig. 6. Deferring Time Distribution with a Variable Mean and
a Variable Variance

for such design is to assign a priority for each node
based on its residual energy.

When a node has full capacity, the distribution of
the random deferring time will be as shown in Fig-
ure 6(a). As a result, it is most probable that a high-
energy node will pick a short deferring time rather
than picking a longer one. A short deferring time
means that these nodes will have more chance to ac-
cess the channel and thus have a higher priority. As
the node residual energy starts decreasing, the mean
of the normal distribution will start moving to the
left, as shown in Figures 6(b), 6(c) and 6(d), causing
the probability of choosing a longer deferring time
to increase. A low-energy node will have the mean
close to the Contention Window size (CW), as de-
picted in Figure 6(e), and thus these nodes will pick
longer deferring time and will have less chance to
access the medium and a low priority.

A similar thesis holds for the transmission proba-

bility of fresh data. When fresh data arrives at a high-
energy node, the waiting time before attempting to
transmit a frame will have similar distribution to that
given in Figure 6 (with CW set to CWmin). Therefore,
a high-energy node will most probably wait a shorter
period of time than a low-energy one before attempt-
ing to transmit the newly arrived frames. As a re-
sult, the transmission probability of fresh data will
be higher in the high-energy nodes and will decrease
as the node consumes its battery capacity. Accord-
ingly, the priority of the node will be proportional to
its residual energy.

In that manner, the network nodes are divided
among a continuous set of priority classes based on
their left energies. The probability of contention for
channel access will be higher among the members
of the same class as they have a higher probabil-
ity to pick comparable values for the deferring time
and for the transmission probability. However, the
contention between nodes from different classes for
medium access is less probable. Consequently, low-
energy nodes will not waste their scarce energy col-
liding with high-energy nodes and thus, the useful
network lifetime is extended. Moreover, each class
of nodes will eventually gets its share to access the
channel based on its assigned priority. Therefore, the
frames transmission attempts are distributed in time
causing the total number of collisions to be reduced
and the energy wasted in collision to be conserved.

It should be noted that, as given by Equation 1, the
variance of the distribution for the fresh data trans-
mission probability and for the deferring time distri-
bution is also a function in the node remaining en-
ergy. As shown in Figures 5 and 6, at low and high
remaining capacity the variance of the distribution
is smaller than that defined at the mid-range battery
capacities. The reason behind such design is that the
mid-range energy nodes constitutes the majority of
nodes in an adhoc network, having a small variance
will enforce these hosts to choose comparable values
for the waiting time before attempting to transmit (or
retransmit) a packet and hence the total number of
collision will increase. As shown in Figure 6(c), for
a mid-range energy node the distribution will be very
close to a uniform distribution; therefore, the major-
ity of nodes access trials will be widely distributed.
On the other hand, the variance for the high-energy
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and low-energy nodes is small to separate as much
as possible these two classes of contending nodes.

C. Routing Issues

Although BLAM does not waste the battery ca-
pacity of the energy-poor nodes in contending with
the high-energy ones, it might seem unfair because
low-energy nodes are assigned a low priority and
will have a lower chance to access the channel. How-
ever, the unfairness to low energy nodes is inten-
tional and is designed in such a way to further extend
the network lifetime.
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(a) Route Request Propagation
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(b) Route Reply from Destination

Fig. 7. Route Discovery Operation

When the energy-poor nodes have a lower chance
to access the channel, they will have longer de-
lays and will be conceived by the network layer as
congested nodes. As a result, the network layer
will invalidate the routes passing through these low-
energy nodes and will try to bypass them by redi-
recting the data to other available routes. Accord-
ingly, the scarce battery capacity of the low-energy
critical nodes will be only used in transmitting the

nodes own data and not to forward other nodes’ mes-
sage. It should also be noted that when a Route Re-
quest is transmitted, the low-energy nodes will have
a lower chance to access the medium and most prob-
ably will be unable to send a Route Reply back to the
source node. As a result, the low-energy nodes will
have less probability to participate in new forward-
ing routes. The routing layer will bypass the route
that passes through these critical nodes to another
route that might have longer delay but will last for a
longer period and thus extend the network lifetime.

This idea is depicted in Figure 7, where Node 3
has a higher battery capacity than both Node 2 and
Node 4, thus Node 3 has a higher probability to ac-
cess the channel than the other two nodes. Conse-
quently, Node 3 is able to forward the Route-Request
from the source to the destination and the Route-
Reply message in its way back faster than the other
nodes. As a result, this node will be selected to par-
ticipate as a forwarding node in the route between
the source and the destination, which conserves the
energy of the other two critical nodes.

D. Discussion

The effectiveness of BLAM is because of the fol-
lowing reasons. First, BLAM can be easily incorpo-
rated in the widely used IEEE 802.11 MAC. BLAM
does not require any additional fields to be added to
the existing MAC layer frames. It also does not re-
quire any changes in the frame formats or in the way
the frames are handled by the network interface card
during transmission, reception or forwarding. The
required modifications can be implemented as an
open loop control circuit that takes the node energy
level as an input and generates a normal distributed
random number, based on the discussed specifica-
tions, to control the transmission probability and
the random deferring time. Moreover, no specific
support or changes are required at an upper proto-
col layer (routing layer) or at a lower one (physical
layer).

Secondly, BLAM is backward compatible which
means that an adhoc network node that uses BLAM
can be deployed in a network that uses the tradi-
tional IEEE 802.11 MAC protocol without needing
any changes.
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Finally, BLAM modifies the transmission proba-
bility and the deferring time distribution based on the
local host state. BLAM does not require any com-
munication with a centralized controlling host and
does not need any global information from neigh-
bor nodes. Therefore, there is no need to send any
new messages to neighbor nodes (to poll the nodes
status), as these Request-Status messages and their
replies might increase the network load and wastes
the channel bandwidth and the hosts energy.

V. ENERGY MODEL AND SIMULATION

ENVIRONMENT

Different assumptions about the radio character-
istics, including energy dissipation in transmission,
receive, idle and sleep modes have been made in
many research works. For example, measurement
results reported in [10] provide detailed information
on the energy consumption of the wireless interface
cards (Lucent WaveLAN 802.11 PCMCIA “Silver”
and “Bronze” NIC), running in an adhoc mode con-
figuration. Similar results are also reported in [8] [9],
where the power consumption measurement results
of an Aironet PC4800 PCMCIA NIC are presented.
To illustrate this issue, Table I summarizes the results
from [9].

TABLE I
AIRONET PC4800 WIRELESS INTERFACE CARD POWER

CONSUMPTION

Sleep Idle Tx Rx
MAC 5 40 125 125
Baseband 2 23 33 100
IF Modem 10 10 400 500
Freq. Synth. 0.075 0.075 40 40
RF/IF converter 0.05 0.05 300 100
Low noise amp. off 35 0ff 35
RF power amp off off 1600 off
max. total power � 20 � 110 � 2500 � 900

It is apparent from Table I that the maximum
power consumption in a wireless card occurs during
the transmit mode. However, the power dissipated
in the receive mode cannot be neglected and is com-
parable to the transmission power consumption. On
the other hand, based on the fact that in an adhoc
network a considerable portion of the network life-

time is typically consumed in transmitting, forward-
ing and receiving data between nodes, the idle and
the sleep energy consumption are low enough to be
neglected. It should be mentioned that the network
interface card is in idle mode when the card is not
transmitting or receiving any packets but all its inter-
nal circuits are powered on, while the sleep mode is
when some of the card circuits are powered off.
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Fig. 8. Wireless Card Energy Consumption Model

In our simulation analysis we use the model de-
scribed in Figure 8, to evaluate the energy consumed
in a wireless network interface card. Based on this
model the energy required to transmit a packet from
node A to node B is the same as the energy required
to transmit from node B to node A (Symmetric Chan-
nel assumption). As depicted in Figure 8, the energy
model takes into consideration both the transmis-
sion energy and the receive energy. We assume that
the transmission energy depends on both the mes-
sage length and the distance of transmission while
the receive energy is only dependent on the message
length. The values of the coefficients in both the
transmit and the receive case are derived from the
properties of the Lucent WaveLAN 802.11 PCMIA
network interface card [10].

In our analysis we used the Network Simulator
(NS2) [18] to simulate a network that covers an
area of 1000 � 1000m2, with 60 nodes randomly dis-
tributed in this area. The adhoc network simulated is
fully connected (i.e., any source can reach any des-
tination) and the maximum transmission range of a
single node is 150 m. A total number of 50 flows
(i.e., 50 source/destination pairs) are generated, each
flow is assumed to be a constant bit rate (CBR) flow
over an UDP connection. Each flow has the rate of
2 packets/source/sec and the packet size is 512 bytes.
The value of the RTS-Threshold is set to zero, default
NS2 value, which means that the RTS/CTS scheme
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is enforced for every packet.
For each flow the source and the destination are

randomly chosen from the total set of nodes. Any
node can be a source or a destination for one or
more message flows. Dynamic Source Routing
(DSR) [16] is used as the routing protocol at the net-
work layer. The total simulation time is 1600 sec-
onds, the flow sources start transmitting at a time that
is randomly chosen from the start of simulation time
up until 800 seconds. A flow stops transmitting at a
time that is uniformly distributed between the flow
start time and the simulation end time. Initially, all
the nodes are assumed to have full battery capacity
of 5 joules at the start of the simulation. The maxi-
mum transmit power of a node is assumed to cover
the whole transmission range (150 m). The receive
power is assumed to be approximately 45% of the
maximum transmit power. We note that the results
presented here will be conservative, since we are as-
suming such high receive power. If we considered
the Aironet card (from Table I with receive power at
36% of maximum transmit power), the performance
of BLAM would show even higher gains. This is
because the savings of BLAM is proportional to the
ratio of the transmit energy to the total energy con-
sumption (in other words, BLAM saves on transmit
energy).

In our analysis we compared BLAM to the ba-
sic IEEE 802.11 MAC protocol at two cases. First,
when a Power-Management scheme is applied where
the control frames (RTS/CTS) are sent with max-
imum power while the Data/ACK frames are sent
with a power that is proportional to the square of the
distance between the sender and the receiver. Sec-
ond, at a No-Power-Management case when all the
MAC frames are sent with the maximum transmit
power. Different simulation parameters are summa-
rized in Table II.

VI. SIMULATION RESULTS

In our simulation analysis, we compared BLAM
with two version of the IEEE 802.11 DCF. The first
version is the basic protocol, as defined in Section II,
we call it Basic 802.11. The second version, which
we call Modified 802.11, applies one modification to
the basic protocol: when a fresh data packet arrives
at a network node, it first senses the medium for a

TABLE II
SIMULATION PARAMETERS

Parameter Value
Number of Simulation runs 10
Network Size 1000 � 1000 m2

Node range 150 m
Node initial energy 5.0 J
Number of connections 50
Packet Size 512 bytes
Transmission rate per source 2 pkts/sec
Simulation time 1600 sec

period of a DIFS, if found idle, the station waits a
random amount of time uniformly distributed in the
interval � 0 ����� CWmin � 1 ��	 before attempting to trans-
mit this frame.

The following metrics are used to evaluate the per-
formance of the different MAC layer protocols:� Network lifetime which we define as the time

duration from the beginning of the simulation
until the first instant when the First Node Dies
(FND).� Number of dead nodes we define a dead node as
a sender nodes whose battery capacity is below
the level needed to transmit one packet or a re-
ceiver node whose battery capacity is less than
that required to receive a single packet.� Number of collisions denotes the number of
dropped control frames due to a collision. At
a single collision event there are two or more
colliding hosts, counting the number of dropped
frames is equivalent to counting the number of
nodes participating in each collision.� Number of received packets denotes the num-
ber of correctly received data frames that suc-
cessfully arrived at their final destination. The
number of correctly received data packets re-
flects the total network throughput.� Number of transmitted packets denotes the to-
tal number of data and control packets that
were transmitted in the network, which includes
those that are correctly received or those that are
dropped.

As previously mentioned, two sets of simulations
are performed. First, when using a basic power
management scheme that transmits the control frame
with maximum power while the data/ack frames are
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transmitted with a reduced power. Second, when no
power management is applied where all the MAC
frames are transmitted with maximum power.

A. Performance with Power Management
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Fig. 9. Total Number of Collisions with Basic Power Manage-
ment

Figure 9 compares the total number of collisions
in the adhoc network for the period of the network
lifetime when the basic power management protocol
is used. As shown in Figure 9, BLAM successfully
decreased the total number of collisions by 36% over
the Basic 802.11 and by 31% over the Modified
802.11. At the start of simulation, all the nodes will
have full capacity and the distribution presented in
Figure 6 will have a small variance, therefore, it is
more selective and the nodes will pickup comparable
values for the transmission probability and for the
random deferring time. As a result, initially the num-
ber of collisions faced in BLAM should be higher
than that faced in the Basic 802.11 or the Modified
802.11. However, once a node is able to access the
medium its energy is consumed in transmitting the
data frames and will move towards another priority
class where there is no contention, thus, the node will
be able to send its data packets with less collision.

When the number of collisions is reduced in the
network, less energy is wasted in collision, collision
resolution and retransmission. Thus, the network
lifetime will be longer. Moreover, as previously dis-
cussed, the prioritized nature of BLAM restricts con-
tention between high-energy nodes and low-energy
nodes and hence the useful lifetime of the network is
extended, as shown in Figure 10. When comparing

���

���

���

���

���

���

���

���

����	
� ���������������� ���������������

��������	�������������

�� 

�!!

�� 

Fig. 10. Network Lifetime with Basic Power Management

the time up until the first node dies in the three pro-
tocols, the lifetime for BLAM is 15% more than that
of the Basic 802.11 and 9% more than the Modified
802.11.
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Fig. 11. Total Number of Received Packets with Basic Power
Management

Decreasing the number of collisions and increas-
ing the network lifetime can be done trivially by
forcing the nodes to send less data. However, this
scheme is useless because the number of received
packets is reduced. Figure 11 represents the compar-
ison between the total number of data packets that
are correctly received at their final destination in the
three MAC protocols. As shown in Figure 11 BLAM
increased the total number of received data packets
by 39% over the Basic 802.11 and by 16% over the
Modified 802.11.

Although BLAM was able to deliver more data
packets to its final destination, the total number of
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Fig. 12. Total Number of Transmitted Packets with Basic
Power Management

transmitted packets in BLAM is less than that in Ba-
sic 802.11 and in the Modified 802.11 as shown in
Figure 12. This is based on the fact that in BLAM
the number of collisions is reduced, thus, a lower
number of packets is dropped and hence the number
of packets retransmitted will be smaller.
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Fig. 13. Number of Dead Nodes versus Time when using Basic
Power Management Scheme

Figure 13 represents the total number of dead
nodes in the network as a function of time. Since
BLAM conserved the energy of the critical nodes,
less nodes will die and the rate of node death will be
lower than that in the Basic 802.11 and the Modified
802.11, as depicted in Figure 13. Furthermore, the
total number of dead nodes at the end of simulation
is much smaller in the BLAM than the Basic 802.11
and Modified 802.11 cases.

Figure 14 represents the accumulated number of
the correctly received data packets versus time. As
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Fig. 14. Number of Received Packets versus Time when using
Basic Power Management Scheme

shown, BLAM was able to deliver more packets to
its final destination than the other protocols. How-
ever, towards the end of the simulation, a lot of
the network nodes are dead, therefore, many of the
routes in the network are broken and no data packets
can make through from their sources to the destina-
tions. The network throughput is defined as the total
number of received packet divided by the time. Con-
sequently, the network throughput can be seen as the
slope of the curve shown in Figure 14. Towards the
end of the simulation the curve in Figure 14 flattens
which indicates that the throughput of the network is
zero and hence no more messages are being received.
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Fig. 15. Number of Collisions versus Time when using Basic
Power Management Scheme

Figure 15 represents the accumulated number of
collisions faced in the adhoc network versus time.
As shown in Figure 15 the total number of collisions
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in a network that uses BLAM is much less than that
using the IEEE 802.11 DCF. It should be mentioned
that, towards the end of the simulation, a lot of the
network nodes are depleted from their energy and
are among one priority class which might increase
in the contention probability. However, this effect is
insignificant because it occurs when almost all the
routes in the network are broken and no packets can
be transmitted.

B. Performance without Power Management
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Fig. 16. Total Number of Collisions with No Power Manage-
ment

Figure 16 compares the total number of collision
faced in the adhoc network when no power man-
agement protocol is used. As shown in Figure 16,
and similar to the results previously presented, the
number of collisions faced when using BLAM is
much less than that when using the IEEE 802.11
DCF. BLAM decreased the total number of colli-
sions by 21% over the Basic 802.11 and by 15% over
the Modified 802.11. The percentage difference is
smaller than the case when using the power manage-
ment scheme because the network lifetime is shorter
and hence the total number of packets transmitted
(and accordingly the number of collisions) is lower.

When No Power Management scheme is used,
both the Data/ACK frames and the RTS/CTS frames
will be sent with maximum power. However, the
length of the DATA frames is much larger than that
of the control frames and hence the energy consumed
in transmitting the data frames will be much larger
than that used to transmit (or retransmit) the con-
trol frames. It is evident that, reducing the num-
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Fig. 17. Network Lifetime with No Power Management

ber of collisions will not make a big difference in
the network lifetime because the most of the energy
is consumed in transmitting the long data frames.
As a result, and as reflected in Figure 17, the gain
in the network lifetime when using BLAM will be
smaller than when a power management scheme is
used. BLAM extended the useful lifetime of the net-
work only by 4% over the Basic 802.11 and by 3%
over the modified 802.11.

�

����

����

����

����

�����	
 ���
������������ ��������������

�������������������� ��

!��"

����

��#�

Fig. 18. Total Number of Received Packets with No Power
Management

Because, BLAM decreased the network con-
tention, more packets are delivered to their final
destination and hence boost network throughput.
As shown in Figure 18, BLAM increased the total
number of received packets by 23% over the Ba-
sic 802.11 and by 12% over the Modified 802.11.
A similar result is obtained for the total number of
transmitted packets, depicted in Figure 19, decreas-
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ing the network contention reduced the number of re-
transmissions and the total number of data and con-
trol packets sent by BLAM is much less than the
other two protocols.
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Fig. 19. Total Number of Transmitted Packets with No Power
Management

VII. CONCLUSION

In our work we introduce BLAM, a new energy-
efficient MAC layer protocol that is designed to ex-
tend the useful lifetime of a wireless adhoc network.
We have shown that the IEEE 802.11 DCF proto-
col is not optimal in utilizing the scarce channel and
energy capacities of the adhoc hosts. In a multihop
adhoc network, a lot of energy and bandwidth are
wasted due to collisions and retransmissions of con-
trol frames at each hop. Moreover, the contention
between low-energy and high-energy nodes can de-
plete the critical nodes from their remaining energy
and cause a partition in the network.

BLAM modifies both the probability of transmis-
sion for fresh data and the random deferring time
in order to assign a priority to each node based
on its residual energy. Consequently, nodes will
be classified into virtual priority classes based on
their energy. As a result, channel acquisition will
be distributed among the different classes which de-
crease the number of collision and the contention for
medium access will be only restricted to the mem-
bers of a single class.

We validated the effectiveness of the proposed
protocol through extensive simulations. For a
medium loaded network, when comparing BLAM

to the IEEE 802.11 DCF, BLAM successfully de-
creased the total number of collisions by almost 34%
and was able to extend the lifetime of the network by
15% and the throughput by about 35%.

Furthermore, we have shown that BLAM is back-
ward compatible with the currently deployed IEEE
802.11 MAC and does not require any special sup-
port at the routing layer or at the physical layer.

In the future the effect of BLAM on the rout-
ing layer protocol operation will be further studied.
The consequences of changing the priority classes
(for example, reversing the priorities) will be investi-
gated on route requests and new route establishment.
Moreover, based on the node priority class and the
number of collisions faced, the MAC layer may set a
time delay before sending a Route-Reply message to
bypass energy-critical nodes.
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